
See discussions, stats, and author profiles for this publication at: https://www.researchgate.net/publication/283889705

Gliders2013: Tactical Analysis with Information Dynamics

Technical Report · June 2013

DOI: 10.13140/RG.2.1.1433.5443

CITATIONS

7
READS

37

5 authors, including:

Some of the authors of this publication are also working on these related projects:

Wildlife Drones - aerial radio-tracking excellence View project

Learning Complex Nonlinear Dynamical Networks View project

Peter Wang

The Commonwealth Scientific and Industrial Research Organisation

51 PUBLICATIONS   597 CITATIONS   

SEE PROFILE

Oliver Michael Cliff

The University of Sydney

23 PUBLICATIONS   219 CITATIONS   

SEE PROFILE

All content following this page was uploaded by Oliver Michael Cliff on 16 November 2015.

The user has requested enhancement of the downloaded file.

https://www.researchgate.net/publication/283889705_Gliders2013_Tactical_Analysis_with_Information_Dynamics?enrichId=rgreq-c755a8c812a8122a2e5731f92c4834fb-XXX&enrichSource=Y292ZXJQYWdlOzI4Mzg4OTcwNTtBUzoyOTYzMTIwNDI5OTk4MDhAMTQ0NzY1NzcwNDM5MA%3D%3D&el=1_x_2&_esc=publicationCoverPdf
https://www.researchgate.net/publication/283889705_Gliders2013_Tactical_Analysis_with_Information_Dynamics?enrichId=rgreq-c755a8c812a8122a2e5731f92c4834fb-XXX&enrichSource=Y292ZXJQYWdlOzI4Mzg4OTcwNTtBUzoyOTYzMTIwNDI5OTk4MDhAMTQ0NzY1NzcwNDM5MA%3D%3D&el=1_x_3&_esc=publicationCoverPdf
https://www.researchgate.net/project/Wildlife-Drones-aerial-radio-tracking-excellence?enrichId=rgreq-c755a8c812a8122a2e5731f92c4834fb-XXX&enrichSource=Y292ZXJQYWdlOzI4Mzg4OTcwNTtBUzoyOTYzMTIwNDI5OTk4MDhAMTQ0NzY1NzcwNDM5MA%3D%3D&el=1_x_9&_esc=publicationCoverPdf
https://www.researchgate.net/project/Learning-Complex-Nonlinear-Dynamical-Networks?enrichId=rgreq-c755a8c812a8122a2e5731f92c4834fb-XXX&enrichSource=Y292ZXJQYWdlOzI4Mzg4OTcwNTtBUzoyOTYzMTIwNDI5OTk4MDhAMTQ0NzY1NzcwNDM5MA%3D%3D&el=1_x_9&_esc=publicationCoverPdf
https://www.researchgate.net/?enrichId=rgreq-c755a8c812a8122a2e5731f92c4834fb-XXX&enrichSource=Y292ZXJQYWdlOzI4Mzg4OTcwNTtBUzoyOTYzMTIwNDI5OTk4MDhAMTQ0NzY1NzcwNDM5MA%3D%3D&el=1_x_1&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Peter_Wang11?enrichId=rgreq-c755a8c812a8122a2e5731f92c4834fb-XXX&enrichSource=Y292ZXJQYWdlOzI4Mzg4OTcwNTtBUzoyOTYzMTIwNDI5OTk4MDhAMTQ0NzY1NzcwNDM5MA%3D%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Peter_Wang11?enrichId=rgreq-c755a8c812a8122a2e5731f92c4834fb-XXX&enrichSource=Y292ZXJQYWdlOzI4Mzg4OTcwNTtBUzoyOTYzMTIwNDI5OTk4MDhAMTQ0NzY1NzcwNDM5MA%3D%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/The_Commonwealth_Scientific_and_Industrial_Research_Organisation?enrichId=rgreq-c755a8c812a8122a2e5731f92c4834fb-XXX&enrichSource=Y292ZXJQYWdlOzI4Mzg4OTcwNTtBUzoyOTYzMTIwNDI5OTk4MDhAMTQ0NzY1NzcwNDM5MA%3D%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Peter_Wang11?enrichId=rgreq-c755a8c812a8122a2e5731f92c4834fb-XXX&enrichSource=Y292ZXJQYWdlOzI4Mzg4OTcwNTtBUzoyOTYzMTIwNDI5OTk4MDhAMTQ0NzY1NzcwNDM5MA%3D%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Oliver_Cliff?enrichId=rgreq-c755a8c812a8122a2e5731f92c4834fb-XXX&enrichSource=Y292ZXJQYWdlOzI4Mzg4OTcwNTtBUzoyOTYzMTIwNDI5OTk4MDhAMTQ0NzY1NzcwNDM5MA%3D%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Oliver_Cliff?enrichId=rgreq-c755a8c812a8122a2e5731f92c4834fb-XXX&enrichSource=Y292ZXJQYWdlOzI4Mzg4OTcwNTtBUzoyOTYzMTIwNDI5OTk4MDhAMTQ0NzY1NzcwNDM5MA%3D%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/The_University_of_Sydney?enrichId=rgreq-c755a8c812a8122a2e5731f92c4834fb-XXX&enrichSource=Y292ZXJQYWdlOzI4Mzg4OTcwNTtBUzoyOTYzMTIwNDI5OTk4MDhAMTQ0NzY1NzcwNDM5MA%3D%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Oliver_Cliff?enrichId=rgreq-c755a8c812a8122a2e5731f92c4834fb-XXX&enrichSource=Y292ZXJQYWdlOzI4Mzg4OTcwNTtBUzoyOTYzMTIwNDI5OTk4MDhAMTQ0NzY1NzcwNDM5MA%3D%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Oliver_Cliff?enrichId=rgreq-c755a8c812a8122a2e5731f92c4834fb-XXX&enrichSource=Y292ZXJQYWdlOzI4Mzg4OTcwNTtBUzoyOTYzMTIwNDI5OTk4MDhAMTQ0NzY1NzcwNDM5MA%3D%3D&el=1_x_10&_esc=publicationCoverPdf


Gliders2013: Tactical Analysis with Information
Dynamics

Mikhail Prokopenko, Oliver Obst, Peter Wang, David Budden, and Oliver Cliff

CSIRO Information and Communication Technologies Centre, Adaptive Systems,
PO Box 76, Epping, NSW 1710, Australia

Abstract. The RoboCup 2D Simulation League incorporates several challenging fea-
tures, setting a benchmark for Artificial Intelligence. In this paper we describe some
of the ideas and tools used in development of our team, Gliders2013. In doing so, we
focus on information dynamics as one of the central mechanisms for tactical analysis.
This analysis involves computation of information transfer and storage, relating the
information transfer to responsiveness of the players, and the information storage
within the team to the team’s rigidity and lack of tactical richness. The proposed
approach has been successfully applied to tactical opponent modelling.

1 Introduction

Autonomous decision-making, under constraints enforced by tactical plans and teamwork
(collaboration) as well as opponent (competition) is one of the most prominent characteristics
of the RoboCup 2D Simulation League [1,2,3,4,5,6,7,8].

Information dynamics is a recent methodology for analysis of complex systems in general
and swarm behavior in particular. In this short paper we describe a novel application of
information dynamics to the tactical analysis of RoboCup 2D Simulation League games.
This analysis was carried out using Gliders2013, a follow up on Gliders2012 [8] — a simulated
soccer team for the RoboCup soccer 2D simulator [9]. Gliders2012 participated in RoboCup
2012 with convincing results. The tournament included 19 teams and was played over several
rounds after which Gliders2012 proceeded to the semi-finals, resulting in a 4th place. The
team code is written in C++ using agent2d: the well-known base code developed by Akiyama
et al. [10]. Other software packages are used as well:

– librcsc: a base library for RCSS with various utilities describing relevant geometrical
constructs, world model, etc.;

– soccerwindow2: a viewer program for RCSS, working as a monitor client, a log player
and a visual debugger;

– fedit2: a formation editor for agent2d, allowing to design a team formation;
– Gliders’ in-browser basic soccermonitor (GIBBS): a log-player for viewing 2D Simulation

League logs over web browser [11];
– we are exploring options to use released source code of some RoboCup 2012 teams, e.g.,

Marlik [12], robOTTO [13], etc.

GIBBS is used to visualize matches in a browser window [11]. At this time, the main
implementation uses HTML5 / javascript, with a pre-processing step to create simple-to-
parse log files that can be conveniently transferred over the Internet. The current state of
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the visualization is basic but functional, and it is released by us to the RoboCup community
in the hope that it will be improved over time, re-released, and be used for showing games
to general public in future competitions. The GIBBS log player is available (along with
the necessary converter) at the Gliders2012 web page www.oliverobst.eu/research/robotics-
gliders2012-simulation-league-robocup-team.

2 Motivation and approach

To establish a recent baseline, we carried out multiple iterative experiments matching Glid-
ers2012 up against teams not based on agent2d. Among the latter class, we chose Oxsy [14],
achieving ≈ +0.05 goal difference, typically averaged over 500 games. This baseline was
improved to ≈ +0.50 goal difference in the team Gliders2013 that had its tactics adjusted
as a result of tactical analysis described in the following section.

2.1 Information dynamics

A recently developed framework of information dynamics studies the phenomenon of com-
putation in a systematic way: it uncovers and analyses information-theoretic roots of the
most basic computational primitives: storage, transmission, and modification of information
[15,16,17,18,19].

The active information storage quantifies the information storage component that is
directly in use in the computation of the next state of a process [15,19]. More precisely,

it is the average mutual information between the semi-infinite past of the process x
(k)
n =

{xn−k+1, . . . , xn−1, xn} (as k → ∞) and its next state. The local information storage (or
pointwise mutual information) is then a measure of the amount of information storage in
use by the process at a particular time-step n+ 1:

aX(n+ 1) = lim
k→∞

log2

p(x
(k)
n , xn+1)

p(x
(k)
n )p(xn+1)

. (1)

For example, the local active information storage in Cellular Automata (CA) provides ev-
idence that periodic nonmoving structures (e.g., blinkers in Conway’s Game of Life) and
background domains are dominant information storage processes in these systems. In prac-
tice, one deals with finite-k estimates aX(n + 1, k), as well as the finite-k estimates AX(k)
of the average active information storage AX = 〈aX(n+ 1)〉n.

Transfer entropy [20] is designed to detect asymmetry in the interaction of subsystems by
distinguishing between “driving” and “responding” elements. The local information transfer,
based on transfer entropy, captures information transmission [16] from source Y to destina-
tion X, at a particular time-step n+1. Specifically, the local information transfer between a
source and a destination agent is defined as the information provided by the source yn about

the destination’s next state xn+1 that was not contained in the past of the destination x
(k)
n :

tY→X(n+ 1) = lim
k→∞

log2

p(xn+1 | x(k)n , yn)

p(xn+1 | x(k)n )
. (2)

http://www.oliverobst.eu/research/robotics-gliders2012-simulation-league-robocup-team
http://www.oliverobst.eu/research/robotics-gliders2012-simulation-league-robocup-team
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When applied to CA for filtering coherent structures it provides the quantitative evidence for
the long-held conjecture that domain walls and traveling coherent structures (e.g., gliders in
Conway’s Game of Life) are the dominant information transfer agents in CA. This method
is distinguished in using asymmetric, multivariate, information-theoretical analysis, which
captures not only directional and non-linear relationships, but also collective interactions.
Interestingly, the local information transfer can be negative, indicating that the source is
misinformative about the next state of the destination.

It is important to realise that information transfer between two variables does not require
an eplicit communication channel, it rather indicates a high degree of directional synchrony
or nonlinear correlation between the source and the destination. It characterises a degree
of predictive information transfer, i.e., “if the state of the source is known, how much does
that help to predict the state of the destination?” [16].

Sometimes it is useful to condition the local information transfer on another contributing
process W , considering the local conditional transfer entropy [17]:

tY→X|W (n+ 1) = lim
k→∞

log2

p(xn+1 | x(k)n , yn, wn)

p(xn+1 | x(k)n , wn)
. (3)

2.2 Tactical analysis

Building up on the information dynamics measures, it is possible to investigate group be-
havior in complex systems, such as swarms. For instance, recent studies by Wang et al. [21]
quantitatively verified the hypothesis that the collective memory within a swarm can be
captured by active information storage. Higher values of storage are associated with higher
levels of dynamic coordination. The study of Wang et al. [21] proposed and verified another
hypothesis according to which information cascades that correspond to long range commu-
nications are captured by conditional transfer entropy [16,17]. In other words, information
transfer was shown to characterise the communication aspect of collective computation dis-
tributed within the swarm.

In applying information dynamics to the RoboCup 2D Simulation League we make the
following conjecture:

a higher information transfer tY→X|W from the source Y (e.g. dynamics of player
Y ) to the destination X (e.g., dynamics of another player X), in the context of
some other dynamics W (e.g., the movement of the ball W ), is indicative of a higher
responsiveness of the process/player X to the process/player Y .

That is, the “destination” player Y responds, for example, by repositioning, to the the
movement of the “source” player Y . This may apply to many situations on the field, for
instance, when one team’s forwards are trying to better avoid opponent’s defenders we
consider the information transfer tYdef→Xatt

from defenders yi ∈ Ydef to forwards xj ∈ Xatt,
where the involved probability distributions are obtained for different relative positions on
the soccer field. Vice versa, dynamics of the opponent’s defenders trying to better mark
our team’s forwards are represented in the information transfer tXatt→Ydef

from forwards
xj ∈ Xatt to defenders yi ∈ Ydef . These two examples specifically consider a coupling
between the attack line Xatt of our team and the defense line Ydef of opponent’s team
(henceforth we keep denoting opponent’s lines by Y and our team’s lines by X).
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One may further contrast these two transfers in the coupled lines:

∆(Xatt, Ydef ) = tYdef→Xatt
− tXatt→Ydef

(4)

When our forwards are more responsive on average to the opponent’s defenders than the
opponents defenders are to our forwards, tYdef→Xatt > tXatt→Ydef

, and the relative respon-
siveness ∆(Xatt, Ydef ) > 0.

It is clear that one may consider various coupled lines (our attack vs opponent’s defense;
our defense vs opponent’s attack; midfield vs midfield, etc.), dependent on the deployed
formations. In is also possible to combine relative responsiveness scores for each of the
coupled lines in an overall tactical relative responsiveness (including, for example, relative
scores for midfielders Xmid and Ymid):

∆(Xteam, Yteam) = tYdef→Xatt − tXatt→Ydef
(5)

+ tYatt→Xdef
− tXdef→Yatt (6)

+ tYmid→Xmid
− tXmid→Ymid

(7)

We would like to point out that all the transfers to team X are added up, and the transfers
from team X are substracted away. When each of the transfers is conditioned on some
othwer contributor W (for example, all the dynamics are computed in the context of the
ball movement), the overall tactical relative responsiveness ∆(Xteam, Yteam|W ) is also placed
in this specific context of the game, W .

In principle, competitive situations result in quite vigorous dynamics, repositioning and
responses within the involved lines and overall formations, and the team that manages to
achieve a higher degree of tactical relative responsiveness does in general perform better.
Ultimately, one may correlate the scores of relative responsiveness (either line-by-line or
overall) with the game scores, and identify the lines which impacted on the games more. For
example, after analysing the games between Gliders and Oxsy, we have observed that high
correlation exists between the game score and only one relative responsiveness ∆(Xatt, Ydef ).
That is, the games between these two teams are decided mostly in the opposition between
Gliders’ forwards and Oxsy’s defenders: whenever the forwards are more responsive in evad-
ing the marks, Gliders tend to win, and whenever Oxsy’s defenders are more agile to closing
on to the forwards, Gliders tend to lose. On the contrary, the contests between Gliders’
defenders and Oxsy’s forwards, or the dynamic encounters between the midfield players, do
not seem to affect the scoreline on average.

Our tactical analysis also involves computation of the active information storage within
the teams hypothesised to characterise team’s rigidity AX , followed by determining the rela-
tive rigidity A(X,Y ) = AX−AY for the teams (or their coupled lines). The intuition here is
that if the rigidity AX is high then this is counter-productive, since the players are not as in-
dependent of each other as a truly complex or swarm behavior would warrant. Consequently,
the relative rigidity A(X,Y ) should be anti-correlated with the team X performance against
team Y .

A more detailed analysis is being finalised.
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3 Conclusion

We described a novel application of information dynamics to the tactical analysis of RoboCup
2D Simulation League games. This analysis involved computation of information transfer and
storage, and two hypotheses. The first one related positive information transfer from players
Y to players X as an indication of responsiveness of the latter, suggesting to compute relative
responsiveness between the opposing lines of two teams. The second hypothesis connected
the information storage within the team with the team’s rigidity, harming the fluidity and
tactical richness of the team. This relation yielded the score for relative rigidity between the
opposing teams. Both measures, relative responsiveness and rigidity, were correlated with
the game results, and the preliminary observations support the hypotheses.

The proposed approach has been successfully applied to opponent modelling and selecting
the best available tactics in an opponent-specific way.

Acknowledgments The Authors are thankful to Ivan Duong, Edward Moore and Jason
Held for their contribution to Gliders2012 and GIBBS, as well as Joseph T. Lizier and Ros-
alind X. Wang for their help with developing and applying information dynamcis measures.
Team logo was created by Matthew Chadwick. Some of the Authors have been involved with
RoboCup Simulation 2D in the past, however the code of their previous teams (Cyberoos
and RoboLog, see, e.g., [7,22]) is not used in Gliders.
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